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ABSTRACT
Storage devices have complex performance profiles, including costs to initiate IOs (e.g., seek times in hard drives), parallelism and bank conflicts (in SSDs), costs to transfer data, and firmware-internal operations.

The Disk-Access Machine (DAM) model simplifies reality by assuming that storage devices transfer data in blocks of size $B$ and that all transfers have unit cost. Despite its simplifications, the DAM model is reasonably accurate. In fact, if $B$ is set to the half-bandwidth point, where the latency and bandwidth of the hardware are equal, the DAM approximates the IO cost on any hardware to within a factor of 2.

Furthermore, the DAM explains the popularity of B-trees in the 70s and the current popularity of B$\epsilon$-trees and log-structured merge trees. But it fails to explain why some B-trees use small nodes, whereas all B$\epsilon$-trees use large nodes. In a DAM, all IOs, and hence all nodes, are the same size.

In this paper, we show that the affine and PDAM models, which are small refinements of the DAM model, yield a surprisingly large improvement in predictability without sacrificing ease of use. We present benchmarks on a large collection of storage devices showing that the affine and PDAM models give good approximations of the performance characteristics of hard drives and SSDs, respectively.

We show that the affine model explains node-size choices in B-trees and B$\epsilon$-trees. Furthermore, the models predict that the B-tree is highly sensitive to variations in the node size whereas B$\epsilon$-trees are much less sensitive. These predictions are born out empirically.

Finally, we show that in both the affine and PDAM models, it pays to organize data structures to exploit varying IO size. In the affine model, B$\epsilon$-trees can be optimized so that all operations are simultaneously optimal, even up to lower order terms. In the PDAM model, B$\epsilon$-trees (or B-trees) can be organized so that both sequential and concurrent workloads are handled efficiently.

We conclude that the DAM model is useful as a first cut when designing or analyzing an algorithm or data structure but the affine and PDAM models enable the algorithm designer to optimize parameter choices and fill in design details.
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1 INTRODUCTION

Storage devices have complex performance profiles, including costs to initiate IO (e.g., seek times in hard drives), parallelism and bank conflicts (in SSDs), costs to transfer data, and firmware-internal operations.

The Disk-Access Machine (DAM) model [2] simplifies reality by assuming that storage devices transfer data in blocks of size $B$ and that all transfers have unit cost. Despite its simplifications, the DAM has been a success [4, 64], in part because it is easy to use.

The DAM model is also reasonably accurate. If $B$ is set to the hardware’s half-bandwidth point, i.e., the IO size where the latency and bandwidth of the hardware are equal, then the DAM model predicts the IO cost of any algorithm to within a factor of 2 on that hardware. That is, if an algorithm replaces all its IOs with IOs of the half-bandwidth size, then the cost of the IOs increase by a factor of at most 2.

Furthermore, the DAM explains some choices that software architects have made. For example, the DAM model gives an analytical explanation for why B-trees [6, 27] took over in the 70s and why $B^\varepsilon$-trees [13, 21], log-structured merge trees [11, 47], and external-memory skip lists [8, 15, 55] are taking over now.

But the DAM model has its limits. For example, the DAM does not explain why B-trees in many databases and file systems use nodes of size 16KiB [1, 44, 45, 49, 50], which is well below the half-bandwidth point on most storage devices, whereas B-trees optimized for range queries use larger node sizes, typically up to around 1MB [51, 53]. Nor does it explain why TokuDB’s [62] $B^\varepsilon$-tree uses 4MiB nodes and LevelDB’s [36] LSM-tree uses 2MiB SSTables for all workloads. In a DAM, all IOs, and hence all nodes, are the same size.

How can a optimization parameter that can vary by over three orders of magnitude have escaped algorithmic recognition? The answer is that the DAM model is too blunt an instrument to capture these design issues.

In this paper, we show that the affine [3, 57] and PDAM [2] models, which are small refinements of the DAM model, yield a surprisingly large improvement in predictivity without sacrificing ease of use.

The affine and PDAM models explicitly account for seeks (in spinning disks) and parallelism (in solid-state storage devices). In the affine model, the cost of an IO of $k$ words is $1 + \alpha k$, where $\alpha \ll 1$ is a hardware parameter. In the PDAM model, an algorithm can perform $P$ IOs of size $B$ in parallel.

Results

We show that the affine and PDAM models improve upon the DAM in three ways.

The affine and PDAM models improve the estimate of the IO cost. In §4, we present microbenchmarks on a large collection of storage devices showing that the affine and PDAM models are good approximations of the performance characteristics of hard drives and SSDs, respectively. We find that, for example, the PDAM is able to correctly predict the run-time of a parallel random-read benchmark on SSDs to within an error of never more than 14% across a broad range of devices and numbers of threads. The DAM, on the other hand, overestimates the completion time for large numbers of threads by roughly $P$, the parallelism of the device, which ranges from 2.5 to 12. On hard drives, the affine model predicts the time for IOs of varying sizes to within a 25% error, whereas, as described above, the DAM is off by up to a factor of 2.

Researchers have long understood the underlying hardware effects motivating the affine and PDAM models. Nonetheless, it was a pleasant surprise to see how accurate these models turn out to be, even though they are simple tweaks of the DAM.

The affine and PDAM models explain software design choices. In §§5 and 6, we reanalyze the B-tree and the $B^\varepsilon$-tree in the affine and PDAM models. The affine model explains why B-trees typically use nodes that are much smaller than the half-bandwidth point, whereas $B^\varepsilon$-trees have nodes that are larger than the half-bandwidth point. Furthermore, the models predict that the B-tree is highly sensitive to variations in the node size whereas $B^\varepsilon$-trees are much less sensitive. These predictions are borne out empirically.

The affine and PDAM models enable better data-structure designs. In a $B^\varepsilon$-tree, small nodes optimize point queries and large nodes optimize range queries and insertions. In §6, we show that in the affine model, nodes can be organized with internal structure (such that nodes have subnodes) so that all operations are simultaneously optimal, up to lower order terms. Since the DAM model loses a factor of 2, it is blind to such fine-grained optimizations.

The PDAM allows us to organize nodes in a search tree so that the tree achieves optimal throughput both when the number of concurrent read threads are large and small. A small number of read threads favors large nodes, and a large number favors small nodes. In §8, we show how to organize nodes so that part or all of them can be read, which allows the data structure to handle both work loads obliviously and optimally.

Discussion. Taking a step back, we believe that the affine and PDAM models are important complements to the DAM model. The DAM is useful as a first cut when designing or analyzing an algorithm or data structure but the affine and PDAM models enable the algorithm designer to optimize parameter choices and fill in design details.

2 THE PDAM AND AFFINE MODELS

We present the affine model (most predictive of hard disks) and the PDAM (most predictive of SSDs). The DAM simplifies analysis by assuming all IOs have the same size and cost, which is a reasonable approximation for IOs that are large enough. The affine and PDAM models capture what happens for small and medium IO sizes.

We show that these models are accurate across a range of hardware even though they do not explicitly model most hardware effects. Since they are minor refinements of the DAM, when designing data structures, we can reason in the DAM and then optimize in the affine/PDAM models.
2.1 Disk Access Machine (DAM) Model

The disk-access machine (DAM) model [2] assumes a two-level cache hierarchy with a cache of size \( M \) words and a slower storage device that transfers data to and from cache in blocks of size \( B \). The model applies to any two adjacent levels of a cache hierarchy, such as RAM versus disk or L3 versus RAM. Performance in the DAM model is measured by counting the number of block transfers performed during an algorithm’s or data structure’s execution.

Note that \( B \) is distinct from the block size of the underlying hardware. It is a tunable parameter that determines the amount of contiguous data transferred per IO: a bigger \( B \) means each IO transfers more data but takes more time.

The DAM model counts IOs but does not assign a cost to each IO. On devices with bounded bandwidth and IO setup time, we can ensure that the number of IOs is within a constant factor of the wall-clock time spent performing IO by setting \( B \) to the half-bandwidth point of the device.

The DAM model’s simplicity is a strength in terms of usability but a weakness in terms of predictability. On HDDs, it does not model the faster speeds of sequential IO versus random IO. On SSDs and NVMe devices, it does not model internal device parallelism nor the incremental cost of larger IOs.

Inaccuracies of DAM. These inaccuracies limit the effectiveness of the DAM model for optimizing data structures. As we will show, there are asymptotic consequences for these performance approximations.

For example, in the DAM model, the optimal node size for an index such as a B-tree, B'-tree, or buffered repository tree is \( B = 13, 22, 27 \). There is no advantage to growing smaller than \( B \), since \( B \) is the smallest granularity at which data is transferred in the data structure. But using nodes larger than \( B \) also does not help.

Could the DAM be right? Maybe the right solution is to pick the best \( B \) as an extra-model optimization, and from then on use \( B \) in all data-structure design. Alas no. The best IO size is workload and data-structure dependent [13, 16].

2.2 SSDs and the PDAM

The PDAM model improves performance analysis in SSDs and NVMe over the DAM model by accounting for the IO parallelism. In its original presentation [2], the external-memory model included one more parameter, \( P \), to represent the number of blocks that can be transferred concurrently. This parameter was originally proposed to model the parallelism available from RAID arrays. However, \( P \) is largely ignored in the literature, and almost all theoretical work has been for \( P = 1 \).

We argue for reviving \( P \) to model the parallelism of SSDs and NVMe devices. Flash storage performs IOs at page granularity, typically 512B–16KB, but has parallelism in terms of multiple channels, packages per channel, and even dies per package [32, 37]. This parallelism is why applications must maintain deep queues in order to get full bandwidth out of an SSD or NVMe device [25, 35].

**Definition 1 (PDAM model).** In each time step, the device can serve up to \( P \) IOs, each of size \( B \). If the application does not present \( P \) IOs to the device in a time step, then the unused slots are wasted. Within a time step, the device can serve any combination of reads and writes. Performance is measured in terms of step times, not the total number of IOs.

Thus, in the PDAM a sequential scan of \( N \) items, which uses \( O(N/B) \) IOs, can be performed in \( O(N/PB) \) time steps.

For the purposes of this paper, IOs are concurrent-read-exclusive-write (CREW) [65] (i.e., if there is a write to location \( x \) in a time step, then there are no other concurrent reads or writes to \( x \).)

2.3 Hard Disks and the Affine Model

When a hard drive performs an IO, the read/write head first seeks, which has a setup cost of \( s \) seconds, and then reads data locally off the disk at transfer cost of \( t \) seconds/byte, which corresponds to a bandwidth cost.

Parameters \( s \) and \( t \) are approximate, since the setup cost can vary by an order of magnitude. E.g., a track-to-track may be \( \sim 1 \text{ms} \) while a full seek is \( \sim 10 \text{ms} \). Nonetheless, it is remarkably predictive to view these as fixed [57].

**Definition 2 (affine model).** IOs can have any size. An IO of size \( x \) costs \( 1 + ax \), where the \( 1 \) represents the normalized setup cost and \( a \leq 1 \) is the normalized bandwidth cost.

Thus, for a hard disk, \( a = t/s \).

**Lemma 1.** An affine algorithm with cost \( C \) can be transformed into a DAM algorithm with cost \( 2C \), where blocks have size \( B = 1/a \). A DAM algorithm with cost \( C \) and blocks of sizes \( B = 1/a \) can be transformed into an affine algorithm with cost \( 2C \).

Thus, if losing a factor of 2 on all operations is satisfactory, then the DAM is good enough.

What may be surprising is how many asymptotic design effects show up when optimizing to avoid losing this factor of 2. A factor of 2 is a lot for an external-memory dictionary. For example, even smaller factors were pivotal for a subset of authors of this paper when we were building and marketing TokuDB [62]. In fact, losing a factor of 2 on large sequential write performance was a serious setback on making BetrFS a general-purpose file system [28, 41, 67–69].

3 BACKGROUND ON B-TREES AND B'-TREES

A **data structure** is a set of key-value pairs and supports inserts, deletes, point queries, and range queries. Here we review some common external-memory dictionaries.

**B-trees.** The classic dictionary for external storage is the B-tree [6, 27]. A B-tree is a balanced search tree with fat nodes of size \( B \), so that a node can have \( \Theta(B) \) pivot keys and \( \Theta(B) \) children. All leaves have the same depth, and key-value pairs are stored in the leaves. The height of a B-tree is \( \Theta(\log_B N) \).

**Lemma 2 (folklore).** In a B-tree with size-B nodes, point queries, inserts, and deletes take \( O(\log_B (N/M)) \) IOs. A range query scanning \( \ell \) elements takes \( O(\ell/B) \) IOs plus the point-query cost.

The systems community often evaluates data structures in terms of their **write amplification**, which we define below [56].

**Definition 3.** The **write amplification** of an update is the amortized amount of data written to disk per operation divided by the amount of data modified per update.
Write amplification is the traditional way of distinguishing between read IOs and write IOs. Distinguishing between reads and writes makes sense because with some storage technologies (e.g., NVMe) writes are more expensive than reads, and this has algorithmic consequences [7, 18, 19, 40]. Moreover, even when reads and writes have about the same cost, other aspects of the system can make writes more expensive. For example, modifications to the data structure may be logged, and so write IOs in the B-tree may also trigger write IOs from logging and checkpointing.

In the DAM model, the write amplification of a dictionary is just $B$ times the amortized number of write IOs per insertion.

**Lemma 3.** The worst-case write-amplification of a B-tree is $\Theta(B)$.

**Proof.** We give a bad example for write amplification. Consider sufficiently large $N$ where $N = \Omega(BM)$. Assume that nodes are paged to and from RAM atomically. Then a workload comprised of random insertions and deletions achieves this write amplification. On average, a (sized $B$) node is written back to disk after there have been $O(1)$ (unit-sized) elements written to/deleted from that node.

The upper bound on write amplification follows because the modifications that take place on the tree are dominated by the modifications at the leaves. \hfill \Box

**$B'$-trees.** The $B'$-tree [21, 22, 42] is a write-optimized generalization of the B-tree. (A write-optimized dictionary (WOD) is a searchable data structure that has (1) substantially better insertion performance than a B-tree and (2) query performance at or near that of a B-tree.)

The $B'$-tree is used in some write-optimized databases and file systems [28, 33, 41, 41, 43, 52, 60, 61, 67–69]. A more detailed description of the $B'$-tree is available in the prior literature [13].

As with a B-tree, the $B'$-tree is a balanced search tree with fat nodes of size $B$. A $B'$-tree leaf looks like a B-tree leaf, storing key-value pairs in key order. A $B'$-tree internal node has pivot keys and child pointers, like a B-tree, but it also has space for a buffer. The buffer is part of the node and is written to disk with the rest of the node when the node is evicted from memory. Modifications to the dictionary are encoded as messages, such as an insertion or a so-called tombstone message for deletion. These messages are stored in the buffers in internal nodes, and eventually applied to the key-value pairs in the leaves. A query must search the entire root-to-leaf path, and logically apply all relevant messages in all of the buffers.

Buffers are maintained using the flush operation. Whenever a node $u$'s buffer is full ("overflows"), then the tree selects (at least one) child $v$, and moves all relevant messages from $u$ to $v$. Typically $v$ is chosen to be the child with the most pending messages. Flushing may recurse, i.e., when a parent flushes, it may cause children and deeper descendents to overflow.

The $B'$-tree has a tuning parameter $\epsilon (0 \leq \epsilon \leq 1)$ that controls the fanout $F = B^\epsilon + 1$. Setting $\epsilon = 1$ optimizes for point queries and the $B'$-tree reduces to a B-tree. Setting $\epsilon = 0$ optimizes for insertions/deletions, and the $B'$-tree reduce to a buffered repository tree [22]. Setting $\epsilon$ to a constant in between leads to point-query performance that is within a constant factor a B-tree, but insertions/deletions that are asymptotically faster. In practice, $F$ is chosen to be in the range $[10, 20]$; for example, in TokuDB, the target value of $F$ is 16.

**Theorem 4 ([13, 21]).** In a $B'$-tree with size-$B$ nodes and fanout $1 + B^\epsilon$, for $\epsilon \in [0, 1]$,

1. insertions and deletions take $O(\frac{1}{\epsilon^2} \log_{B^\epsilon + 1}(N/M))$ IOs,
2. point queries take $O(\log_{B^\epsilon + 1}(N/M))$ IOs, and
3. a range query returning $\ell$ elements takes $O(\ell/B)$ IOs plus the cost of a point query.

**4 MICROBENCHMARKS TO VALIDATE THE AFFINE AND PDAM MODELS**

We now experimentally validate the accuracy of the affine model for hard disks and the PDAM for SSDs. We show that the models are remarkably accurate, even though they do not explicitly model hardware effects.

One of the messages of this section is that even though the affine and PDAM models are only tweaks to the DAM, they have much more predictive power. We can even make predictions and reason about constants. As we will see in the next section, optimizing the constant for various operations will cause some design parameters to change asymptotically.

Unless noted otherwise, all experiments in this paper were collected on a Dell PowerEdge T130 with a 3.0GHz Intel E3-1220 v6 processor, 32GiB of DDR4 RAM, two 500GiB Toshiba DT01ACA050 HDDs and one 250GiB Samsung 860 EVO SSD.

**4.1 Validating the PDAM Model**

The PDAM ignores some issues of real SSDs, such as bank conflicts, which can limit the parallelism available for some sets of IO requests. Despite its simplicity, we verify below that the PDAM accurately reflects real SSD and NVMe performance.

Interestingly, the PDAM predates commercial SSDs [2], but, as we verify, the PDAM fits the performance of a wide range of SSDs. The goodness of fit is particularly striking because SSDs have many complications that are not captured by the PDAM.

To test the PDAM model, we ran many rounds of IO read experiments with different numbers of threads. In each round of the experiment, we spawned $p = \{1, 2, 4, 8, \ldots, 64\}$ OS threads that read 10 GiB of data. We selected 163, 840 random logical block address (LBA) offsets and read 64KiB starting from each. Thus, there were always $p$ outstanding IO requests, and the total data read was $p \times 10$GiB per round.

The PDAM predicts that the time to complete the experiment should be the same for all $p \leq P$ and should increase linearly in $p$ for $p > P$. Figure 1 shows the time in seconds taken to perform each round of IO read experiments. As Figure 1 shows, the time is relatively constant until around $p = 2$ or 4, depending on the device, and it increases linearly thereafter. The transition is not perfectly sharp. We suspect this is due to bank conflicts within the device.

We used segmented linear regression to estimate $P$ and $B$ for each device. Segmented linear regression is appropriate for fitting data that is known to follow different linear functions in different ranges. Segmented linear regression outputs the boundaries between the different regions and the parameters of the line of best fit within


Table 1: Experimentally derived PDAM values for real hardware. We used segmented linear regression to calculate $P$. After $P$ threads, throughput remains nearly constant at $\propto PB$.

<table>
<thead>
<tr>
<th>Device</th>
<th>$P$</th>
<th>$\propto PB$</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Samsung 860 pro</td>
<td>3.3</td>
<td>530</td>
<td>0.999</td>
</tr>
<tr>
<td>Samsung 970 pro</td>
<td>5.5</td>
<td>2500</td>
<td>0.986</td>
</tr>
<tr>
<td>Silicon Power S55</td>
<td>2.9</td>
<td>260</td>
<td>0.999</td>
</tr>
<tr>
<td>Sandisk Ultra II</td>
<td>4.6</td>
<td>520</td>
<td>0.993</td>
</tr>
</tbody>
</table>

Table 2: Experimentally derived $\alpha$ values for commodity HDDs. We issued 64 random block-aligned reads with IO sizes ranging from 1 disk block to 16MiB. We conducted linear regression to get the setup cost $s$ and bandwidth cost $t$. We calculated $\alpha$ by $t/s$.

<table>
<thead>
<tr>
<th>Disk</th>
<th>Year</th>
<th>$s$ (s)</th>
<th>$t$ (s/4K)</th>
<th>$\alpha$</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 TB Seagate</td>
<td>2002</td>
<td>0.018</td>
<td>0.000021</td>
<td>0.0012</td>
<td>0.9994</td>
</tr>
<tr>
<td>250 GB Seagate</td>
<td>2006</td>
<td>0.015</td>
<td>0.000033</td>
<td>0.0022</td>
<td>0.9977</td>
</tr>
<tr>
<td>1 TB Hitachi</td>
<td>2009</td>
<td>0.013</td>
<td>0.000041</td>
<td>0.0031</td>
<td>0.9999</td>
</tr>
<tr>
<td>1 TB WD Black</td>
<td>2011</td>
<td>0.012</td>
<td>0.000035</td>
<td>0.0029</td>
<td>0.9997</td>
</tr>
<tr>
<td>6 TB WD Red</td>
<td>2018</td>
<td>0.016</td>
<td>0.000026</td>
<td>0.0017</td>
<td>0.9972</td>
</tr>
</tbody>
</table>

Table 3: A sensitivity analysis of node sizes for $B^\epsilon$-trees and $B$-trees. The cost of $B$-tree update operations grows nearly linearly as a function of $B$—specifically $\frac{1+\alpha B}{\log B}$ for inserts, deletes, and updates and $\frac{2F+\alpha F^2+\alpha B}{F \log F}$ for queries. The cost for inserts and queries increases more slowly in $B^\epsilon$-trees than in $B$-trees as the node size increases.

5.1 Large Nodes Optimize Lookups, Updates, and Range Queries

The following lemma follows immediately from the definition of a $B$-tree and the definition of the affine model.

**Lemma 5.** The affine IO cost of a lookup, insert, or delete in a $B$-tree with sized-$B$ nodes is $(1 + \alpha B) \log_{B+1}(N/M)/(1 + o(1))$. The affine IO cost of a range query returning $\ell$ items is $O(1 + \ell/B)(1 + \alpha B)$ plus the cost of the query.

**Proof.** A $B$-tree node has size $B$ and the cost to perform an IO of size $B$ is $1 + \alpha B$. The height of the $B$-tree is $\log_{B+1}(N/(1 + o(1)))$, since the target fanout is $B$, and the fanout can vary by at most a constant factor. The top $O(\log_{B+1} M)$ levels can be cached so that accesses to nodes within the levels are free. Thus, the search cost follows from the structure of the tree.

During the course of $N$ inserts/deletes, there are $O(N/B)$ node splits or merges. Thus, the tree-rebalance cost during inserts/deletes is a lower-order term, and so the insert/delete cost is the same as the search cost.

A range query returning $\ell$ items fits in $O(\ell/B)$ leaves and each block access costs $1 + \alpha B$. □

**Corollary 6.** In the affine IO model, search, insert/delete, and range queries are asymptotically optimized when $B = \Theta(1/\alpha)$.
Proof. Setting the node size to $B = 1/\alpha$ achieves the half-bandwidth point. \qed

Corollary 6 seems definitive because it says that there is a parameter setting such that both point queries and range queries run within a constant factor of optimal. It is not.

It may be surprising that the half-bandwidth point is not what people usually use to optimize a B-tree. In particular, B-trees in many databases and file systems use nodes of size 16KiB [1, 44, 45, 49, 50], which is too small to amortize the setup cost. As a result, range queries run slowly, under-utilizing disk bandwidth [28, 29, 59]. In contrast, B-trees in databases that are more focused on analytical workloads use larger block sizes, typically up to around 1MB [51, 53], to optimize for range queries.

**B-tree nodes are often small.** The rest of this section gives analytical explanations for why B-tree nodes are generally smaller than their half-bandwidth point.

Our first explanation is simply that even small constant factors can matter.

The following corollary shows that in the affine model, when we optimize for point queries, inserts, and deletes, then the B-tree node size is smaller than indicated in Corollary 6—that is, $B = \alpha/(1/\alpha)$. For these smaller node sizes, range queries run asymptotically suboptimally. In contrast, if range queries must run near disk bandwidth, then point queries, inserts, and deletes are necessarily suboptimal in the worst case.

**Corollary 7.** Point queries, inserts, and deletes are optimized when the node size is $\Theta(1/(\alpha \ln(1/\alpha)))$. For this node size, range queries are asymptotically suboptimal.

Proof. From Lemma 5, finding the optimal node size for point queries means finding the minimum of the function

$$f(x) = \frac{1 + \alpha x}{\ln(x + 1)}.$$

Taking the derivative, we obtain

$$f'(x) = \frac{\alpha}{\ln(x + 1)} - \frac{1}{\ln(x + 1)} \frac{1 + \alpha x}{1 + x}.$$

Setting $f'(x) = 0$, the previous equation simplifies to

$$1 + \alpha x = \alpha \ln(x + 1)(1 + x).$$

Given that $\alpha < x < 1$, we obtain $x \ln x = \Theta(1/\alpha)$, which means that $x = \Theta(1/(\alpha \ln(1/\alpha)))$. Second derivatives confirm that we have a minimum. \qed

A straightforward information-theoretic argument shows that Corollary 7 is optimal not just for B-trees, but also for any comparison-based external-memory dictionary.

As Corollary 7 indicates, the optimal node size $x$ is not large enough to amortize the setup cost. This means that as B-trees age, their nodes get spread out across disk, and range-query performance degrades. This is borne out in practice [28, 29, 31, 59].

A second reason that B-trees often use small nodes has to do with write amplification, which is large in a B-tree; see Lemma 3. Since the B-tree write amplification is linear in the node size, there is downward pressure towards small B-tree nodes. A third reason is that big nodes pollute the cache, making it less effective.

As mentioned above, database practice has lead to a dichotomy in B-tree uses: Online Transaction Processing (OLTP) databases favor point queries and insertions; Online Analytical Processing (OLAP) databases favor range queries. As predicted by the analysis in this section, OLTP databases use small leaves and OLAP databases use large leaves.

We believe that the distinction between OLAP and OLTP databases is not driven by user need but by the inability of B-trees to keep up with high insertion rates [30], despite optimizations [5, 9, 12, 14, 17, 23, 24, 38, 39, 46, 48, 58, 63, 66].

We next turn to the $B^\varepsilon$-tree, which can index data at rates that are orders of magnitude faster than the B-tree.

**6 B^\varepsilon-TREE NODES IN THE AFFINE MODEL**

In this section, we use the affine model to analyze $B^\varepsilon$-trees. We first perform a naive analysis of the $B^\varepsilon$-tree [13, 21] in the affine model, assuming that I/Os only read entire nodes—effectively the natural generalization of the DAM analysis.

The analysis reveals that $B^\varepsilon$-trees are more robust to node-size choices than B-trees. In the affine model, once the node size $B$ becomes sufficiently large, transfer costs grow linearly in $B$. For a $B^\varepsilon$-tree with $\varepsilon = 1/2$, the transfer costs (and write amplification) of inserts grow proportionally to $\sqrt{B}$. This means $B^\varepsilon$-trees can use much larger nodes than B-trees, and that they are much less sensitive to the choice of node size.

However, the transfer costs of queries in a $B^\varepsilon$-tree still grow linearly in $B$, which means that, in the affine model and with a standard $B^\varepsilon$-tree, designers face a trade-off between optimizing for insertions versus optimizing for queries. We then describe three optimizations to the $B^\varepsilon$-tree that eliminate this trade-off.

This latter result is particularly exciting because, in the DAM model, there is a tight tradeoff between reads and writes [21]. In the DAM model, a $B^\varepsilon$-tree (for $0 < \varepsilon < 1$) performs inserts a factor of $\varepsilon B^{1-\varepsilon}$ faster than a B-tree, but point queries run a factor of $1/\varepsilon$ times slower. While this is already a good tradeoff, the DAM model actually underestimates the performance advantages of the $B^\varepsilon$-tree. The $B^\varepsilon$-tree has performance advantages that cannot be understood in the DAM.

We first give the affine IO performance of the $B^\varepsilon$-tree:

**Lemma 8.** Consider a $B^\varepsilon$-tree with nodes of size $B$, where the fanout at any nonroot node is within a constant factor of the target fanout $F$. Then the amortized insertion cost is

$$O\left(\left(\frac{F}{B} + \alpha F\right) \log_F(N/M)\right).$$

The affine IO cost of a query is

$$O\left((1 + \alpha B) \log_F(N/M)\right).$$

The affine IO cost of a range query returning $\ell$ items is $O(1 + \ell/B)(1 + \alpha B)$ plus the cost of the query.

Proof. We first analyze the query cost. When we perform a query in a $B^\varepsilon$-tree, we follow a root-to-leaf path. We need to search for the element in each buffer along the path, as well as in the target leaf. The cost to read an entire node is $1 + \alpha B$.

We next analyze the amortized insertion/deletion cost. The affine IO cost to flush the $\Theta(B)$ messages in one node one level of the tree is $\Theta(F + \alpha FB)$. This is because there are $\Theta(F)$ I/Os (for the node and
The root just maintains the upper bound on the weight, but not the lower bound. The total amount of data being flushed to the leaves is \( \Theta(B) \), but the total amount of data being transferred from the IOs is \( \Theta(FB) \), since nodes that are modified may need to be completely rewritten. Thus, the amortized affine IO cost to flush an element down one level of the tree is \( \Theta(F/B + \alpha F) \). The amortized flushing cost follows from the height of the tree.

The impact of tree rebalancing turns out to be a lower-order effect. If the leaves are maintained between half full and full, then in total, there are only \( O(N/B) \) modifications to the \( B^\varepsilon \)-tree’s pointer structure in \( \Theta(N) \) updates. Thus, the amortized affine IO contribution due to rebalances is \( O(\alpha + 1/B) \), which is a low-order term.

We now describe three affine-model optimizations of the \( B^\varepsilon \)-tree. These optimizations use variable-sized IOs to improve the query cost of the \( B^\varepsilon \)-tree without harming its insertion cost, and will enable us to get our robustness and \( B \)-tree dominance theorems.

**Theorem 9.** There exist a \( B^\varepsilon \)-tree with nodes of size \( B \) and target fanout \( F \) with the following bounds. The amortized insertion cost is

\[
O\left( \left( \frac{F}{B} + \alpha F \right) \log_F(N/M) \right).
\]

The affine IO cost of a query is at most

\[
\left( 1 + \frac{aB}{F} + \alpha F \right) \log_F(N/M) \left( 1 + 1/\log F \right).
\]

The affine IO cost of a range query returning \( \ell \) items is \( O((1 + \ell/B)(1 + aB)) \) plus the cost of the query.

**Proof.** We make three algorithmic decisions to obtain the target performance bounds.

1. We specify an internal organization of the nodes, and in particular, how the buffers of the nodes are organized.
2. We store the pivots of a node outside of that node—specifically in the node’s parent.
3. We use a rebalancing scheme in which the nonroot fanouts stay within \( (1 \pm o(1))F \).

Our objective is to have a node organization that enables large IOs for insertions/deletions and small IOs for queries—and only one per level.

We first describe the internal node/buffer structure. We organize the nodes/buffer so that all of the elements destined for a particular child are stored contiguously. We maintain the invariant that no more than \( B/F \) elements in a node can be destined for a particular child, so the cost to read all these elements is only \( 1 + aB/F \).

Each node \( u \) has a set of pivots. However, we do not store node \( u \)’s pivots in \( u \), but rather in \( u \)’s parent. The pivots for \( u \) are stored next to the buffer that stores elements destined for \( u \). When \( F = O(\sqrt{B}) \), storing a nodes pivots in its parent increases node sizes by at most a constant factor.

Finally, we describe the rebalancing scheme. Define the **weight** of a node to be the number of leaves in the node’s subtree. We maintain the following weight-balanced invariant. Each nonroot node \( u \) at height \( h \) satisfies

\[
F^h(1 - 1/\log F) \leq \text{weight}(u) \leq F^h(1 + 1/\log F).
\]

The root just maintains the upper bound on the weight, but not the lower bound.

Whenever a node \( u \) gets out of balance, e.g., \( u \)’s weight grows too large or small, then we rebuild the subtree rooted at \( u \)’s parent \( v \) from scratch, reestablishing the balancing invariant.

We now bound the minimum and maximum fanout that a node can have. Consider a node \( u \) and parent node \( v \) of height \( h \) and \( h + 1 \), respectively. Then since \( \text{weight}(v) \leq F^h(1 + 1/\log F) \) and \( \text{weight}(u) \leq F^h(1 - 1/\log F) \), the maximum number of children that \( v \) can have is

\[
F + O\left( \frac{F}{1 - 1/\log F} \right) = F + O\left( \frac{F}{\log F} \right).
\]

By a similar reasoning, if \( v \) is a nonroot node, then the minimum fanout that \( v \) can have is \( F - O\left( \frac{F}{\log F} \right) \).

As in Lemma 8, the amortized affine IO cost to flush an element down one level of the tree is \( O(F/B + \alpha F) \), and so the amortized insert/delete cost follows from the height of the tree.

The amortized rebalance cost is determined as follows. The IO cost to rebuild the subtree rooted at \( u \)’s parent \( v \) is \( \text{weight}(v) = O(F \text{weight}(u)) \), since nodes have size \( \Theta(1/\alpha) \) and the cost to access any node is \( O(1) \). The number of leaves that are added or removed before \( v \) needs to be rebuilt again is \( \Omega(\text{weight}(u)/\log F) \). There are \( \Omega(1/\alpha) \) inserts or deletes into a leaf before a new leaf gets split or merged. Thus, the number of inserts/deletes into \( u \)’s subtree between inserts/deletes is \( \Omega(\alpha \text{weight}(u)/\log F) \). Consequently, the amortized cost to rebuild, per element insert/delete is \( O(\alpha \log F) \), which is a low order cost.

The search bounds are determined as follows. Because the pivot keys of a node \( u \) are stored in \( u \)’s parent, we only need to perform one IO per node, and each IO only needs to read one set of pivots followed by one buffer—not the entire node. Thus, the IO cost per node for searching is \( 1 + aB/F + \alpha F \), and the search cost follows directly.

**Theorem 9** can be viewed as a sensitivity analysis for the node size \( B \), establishing that \( B^\varepsilon \)-trees are less sensitive to variations in the node size than \( B \)-trees. For \( B^\varepsilon \)-trees, insertion are much less sensitive to changes in node size than insertions. This is particularly easy to see when we take \( F = \sqrt{B} \).

**Corollary 10.** When \( B > 1/\alpha \), the \( B \)-tree query cost increases nearly linearly in \( B \), whereas the \( B^{1/2} \)-tree \( (F = \Theta(\sqrt{B})) \) increases nearly linearly in \( \sqrt{B} \).

We now give a more refined sensitivity analysis, optimizing \( B \), given \( F \) and \( \alpha \).

**Corollary 11.** When \( B = \Omega(F^2) \) and \( B = o(F/\alpha) \), there exists \( B^\varepsilon \)-trees where the affine IO cost to read each node is \( 1 + o(1) \), and the search cost is \( (1 + o(1)) \log_F(N/M) \).

**Proof.** For a search, the IO cost per node is

\[
1 + aB/F + \alpha F = 1 + o(1).
\]

This means that the search cost is \( (1 + o(1)) \log_F(N/M) \).

We can now optimize the fanout and node size in Corollary 11. In particular, say that \( F = \sqrt{B} \). Then it is sufficient that \( B < o(1/\alpha^2) \).

What is interesting about this analysis is that an optimized \( B^\varepsilon \)-tree node size can be nearly the square of the optimal node size for a \( B \)-tree for reasonable parameters choices. In contrast, in the DAM, \( B \)-trees and \( B^\varepsilon \)-trees always have the same size, which is the
block-transfer size. Small subconstant changes in IO cost can have asymptotic consequences in the data structure design.

This analysis helps explain why the TokuDB B⁺-tree has a relatively large node size (~4MB), but also has sub-nodes (“basement nodes”), which can be paged in and out independently on searches. It explains the contrast with B-trees, which have much smaller nodes. It is appealing how much asymptotic structure that you see just from optimizing the constants and how predictive it is of real data-structure designs.

Finally, we show that even in the affine model we can make a B⁺-tree whose search cost is optimal up to low-order terms and whose insert cost is asymptotically faster than a B-tree.

**Corollary 12.** There exists a $B^\varepsilon$-tree with fanout $F = \Theta(\frac{1}{\epsilon} \log(1/\alpha))$ and node size $B = F^2$ whose query cost is optimal in the affine model up to low order terms over all comparison-based external-memory dictionaries. The $B^\varepsilon$-tree’s query cost matches the B-tree up to low-order terms, but its amortized insert cost is a factor of $\Theta(\log(1/\alpha))$ times faster.

7 EMPIRICAL VALIDATION OF B-TREE AND B⁺-TREE NODE SIZE

We measured the impact of node size on the average run time for random queries and random inserts on HDDs. We used BerkeleyDB [50] as a typical B-tree and TokuDB [60] as a typical B⁺-tree. We first inserted 16 GB of key-value pairs into the database. Then, we performed random inserts and random queries to about a thousandth of the total number of keys in the database. We turned off compression in TokuDB to obtain a fairer comparison. We limited the memory to 4 GiB to ensure that most of the databases were outside of RAM.

Figure 2 presents the query and insert performance of BerkeleyDB on HDDs. We see that the cost of inserts and queries starts to grow once the nodes are larger than 64 KiB, which is larger than the default node size. After the optimal node size of 64 KiB for inserts, the insert and query costs start increasing roughly linearly with the node size, as predicted.

Figure 3 gives performance numbers for TokuDB, which are consistent with Table 3 where $F = \sqrt{\varepsilon}$. The optimal node size is around 512 KiB for queries and 4 MiB for inserts. In both cases, the next few larger node sizes decrease performance, but only slightly compared to the BerkeleyDB results.

8 CONCLUSIONS AND PDAM ALGORITHM DESIGN

We conclude with some observations on how the PDAM model can inform external-memory dictionary design.

Consider the problem of designing a B-tree for a database that serves a dynamically varying number of clients. We want to exploit the storage device’s parallelism, regardless of how many clients are currently performing queries.

If we have $P$ clients, then the optimal strategy is to build our B-tree with nodes of size $B$ and let each client perform one IO per time step. If the database contains $N$ items, then each client requires $\Theta(\log_B N)$ time steps to complete a query (Technically $\Theta(\log_{B+1} N)$), but we use $\Theta(\log_B N)$ in this section in order to keep the math clean). We can answer $P$ queries every $\Theta(\log_B N)$ time steps, for an amortized throughput of $\Theta(P/\log_B N)$ queries per time step.

Now suppose that we have a single client performing queries. Since walking the tree from root to leaf is inherently sequential, a B-tree with nodes of size $B$ is unable to use device parallelism. The client completes one query each $\Theta(\log_B N)$ time steps, and all device parallelism goes to waste. Now the B-tree performs better with nodes of size $PB$. The client loads one node per time step, for a total of $\Theta(\log_{PB} N)$ time-steps per query, which is a significant speed-up when $P = \omega(B)$.

In summary, to optimize performance, we want nodes of size $B$ when we have many clients, and nodes of size $PB$ when we have only one client. But B-trees have a fixed node size.

The point is that the amount of IO that can be devoted to a query is not predictable. Dilemmas like this are common in external-memory dictionary design, e.g., when dealing with system prefetching [16, 26].

![Figure 2: Microseconds per query/insert with increasing node size for BerkeleyDB. The fitted line (black) has an alpha of $1.58357435 \times 10^{-04}$ and a root mean squared (RMS) of 8.4.](image1)

![Figure 3: Number of microseconds per query/insert with increasing node size for TokuDB. The fitted lines have an alpha value of $1.58357435 \times 10^{-03}$ and the RMS is 18.7.](image2)
One way to resolve the dilemma uses ideas from cache-oblivious data-structures [10, 34]. Cache-oblivious data structures are universal data structures in that they are optimal for all memory-hierarchy parameterizations. Most cache-oblivious dictionaries are based on the van Emde Boas layout [10, 54].

In the B-tree example, we use nodes of size PB, but organize each node in a van Emde Boas layout. Now suppose there are k ≤ P clients. Each client is given P/k I/Os per time slot. Thus, a client can traverse a single node in Θ(logPB/k PB) time steps, and hence traverses the entire root-to-leaf path in Θ(logPB/k N) time steps. When k = 1, this matches the optimal single-threaded B-tree design described above. When k = P, this matches the optimal multi-threaded client throughput given above. Furthermore, this design gracefully adapts when the number of clients varies over time.

**Lemma 13.** In the PDAM model, a B-tree with nodes of size PB has query throughput \( \Omega \left( \frac{k}{\log PB/k N} \right) \) for any k ≤ P concurrent query threads.

This strategy also fits well into current caching and prefetching system designs. In each time step, clients issue I/Os for single blocks. Once the system has collected all the I/O requests, if there are any unused I/O slots in that time step, then it expands the requests to perform read-ahead. So in our B-tree example with a single client, there is only one I/O request (for the first block in a node), and the system expands that to P blocks, effectively loading the entire node into cache. As the client accesses the additional blocks of the same B-tree node during its walk of the van Emde Boas layout, the blocks are in cache and incur no additional I/O. If, on the other hand, there are two clients, then the system sees two one-block I/O requests, which it will expand into two runs of P/2 blocks each.

This basic strategy extends to other cache-oblivious data structures; see e.g., [11, 20] for write-optimized examples. The PDAM explains how these structures can always make maximal use of device parallelism, even as the number of concurrent threads changes dynamically.

As this and earlier examples illustrate, seemingly small changes in the DAM model have substantial performance and design implications. The more accurate computational models that we consider in the DAM model have substantial performance and design implications; see e.g., [11, 20] for write-optimized examples. The PDAM model has query throughput \( \Omega \left( \frac{k}{\log PB/k N} \right) \) for any k ≤ P concurrent query threads.
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